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## Summary

Diagnosis and treatment of retinoblastoma often requires the laborious task of segmenting the eye anatomy in 3D magnetic resonance images (MRI). Statistical shape modeling (SSM) techniques are successful tools for


#### Abstract

Purpose: Proper delineation of ocular anatomy in 3-dimensional (3D) imaging is a big challenge, particularly when developing treatment plans for ocular diseases. Magnetic resonance imaging (MRI) is presently used in clinical practice for diagnosis confirmation and treatment planning for treatment of retinoblastoma in infants, where it serves as a source of information, complementary to the fundus or ultrasonographic imaging. Here we present a framework to fully automatically segment the eye anatomy for MRI based on 3D active shape models (ASM), and we validate the results and present a proof of concept to automatically segment pathological eyes. Methods and Materials: Manual and automatic segmentation were performed in 24 images of healthy children's eyes ( $3.29 \pm 2.15$ years of age). Imaging was performed


[^0][^1]modeling anatomical shapes in medical imaging. This work introduces the first fully automatic segmentation of the eye evaluated using MRIs of eyes of 21 children, yielding overlapping measures of $94.90 \% \pm 2.12 \%$ for the sclera and cornea, $94.72 \% \pm 1.89 \%$ for the vitreous humor, and $85.16 \% \pm 4.91 \%$ for the lens.
using a 3-T MRI scanner. The ASM consists of the lens, the vitreous humor, the sclera, and the cornea. The model was fitted by first automatically detecting the position of the eye center, the lens, and the optic nerve, and then aligning the model and fitting it to the patient. We validated our segmentation method by using a leave-one-out cross-validation. The segmentation results were evaluated by measuring the overlap, using the Dice similarity coefficient (DSC) and the mean distance error.
Results: We obtained a DSC of $94.90 \pm 2.12 \%$ for the sclera and the cornea, $94.72 \pm 1.89 \%$ for the vitreous humor, and $85.16 \pm 4.91 \%$ for the lens. The mean distance error was $0.26 \pm 0.09 \mathrm{~mm}$. The entire process took 14 seconds on average per eye.
Conclusion: We provide a reliable and accurate tool that enables clinicians to automatically segment the sclera, the cornea, the vitreous humor, and the lens, using MRI. We additionally present a proof of concept for fully automatically segmenting eye pathology. This tool reduces the time needed for eye shape delineation and thus can help clinicians when planning eye treatment and confirming the extent of the tumor. © 2015 Elsevier Inc. All rights reserved.

## Introduction

Retinoblastoma is the most common intraocular tumor in children and affects roughly 1 in every 18,000 newborns worldwide (1,2). With $90 \%$ of cases identified by the age of 3 , most retinoblastomas are curable, especially when the tumor is confined to the area between the retina and the surface of the vitreous humor (VH) (3). For this reason, accurate and noninvasive techniques that can be used for early diagnosis assessment and tumor extent follow-up or treatment planning are critical.

Today, fundus image photography and 2-dimensional (2D) ultrasonography (US) are the image modalities of choice for the diagnosis and follow-up treatment of intraocular tumors (4). Computed tomography (CT) is often regarded as the superior tool for the detection of intratumoral calcifications within the eye cavity, but it induces ionizing radiation, which has a more negative effect on children than adults. Furthermore, ionizing radiation has been shown to modify the patient's susceptibility to radiation, thus affecting the carriers of the RB1 germline mutation that are responsible for retinoblastoma. Moreover, there is very little evidence regarding the diagnostic accuracy of CT in the context of advanced retinoblastoma (5), and thus, it is less recommended for imaging the disease (3).

Over the last decade, the ophthalmic community has become increasingly interested in magnetic resonance imaging (MRI) (6), mainly due to its favorable tissue contrast and improved image resolution (7). MRI sequences provide a remarkable soft tissue information source, with resolution comparable to the information extracted from CT (8). Additionally, recent studies $(3,9)$ have provided direct evidence for the usefulness of MRI in both diagnosis and treatment follow-up of retinoblastoma and the fact that the combination of MRI and US would be sufficient to account for all calcifications found using CT. Consequently, quantitative analysis of eye MR images is needed to support the
diagnosis and therapy planning with a better and faster eye anatomy delineation. In this context, the existence of a robust and accurate segmentation tool for eye MR images would offer an unprecedented opportunity for multimodal patient-specific eye modeling, that is, combining modalities such as fundus imaging, US with MRI for treatment planning of the eye (8-11).

Until now, the task of segmenting the eye in medical imaging has been completed predominantly by using preestablished sets of parameters. EYEPLAN (12), a framework that estimated the shape of the lens, the cornea, and the sclera, does so by combining parametric spheres. In comparison, OCTOPUS (13), currently widely used in modeling the eye inside CT, applies the same concept but models the eye as combinations of ellipsoids. Both of these methods require an expert to preselect visual landmarks. In addition, these methods have constrained modeling capabilities, because they limit the eye growth patterns as a linear function dependent on the age of the patients. As such, they do not accommodate for a free growth pattern representative of a real eye population. The recent image processing techniques have opened the door to designing more complex models, which enables the segmentation of more regions of interest (ROI) within the eye. In 2006, Singh et al (14) proposed a segmentation method for MRI based on spherical meshes that leveraged the posterior corneal pole and a sphere-modifying parameter. More recently, Cuadra et al (8) designed an algorithm combining parametric active contours with an ellipsoid model, which offered more accurate segmentations of the sclera and the lens on the CT and US images. Despite these advances, the eye treatment planning is far from being optimal.

One key element lacking in the above-mentioned parametric models is the statistical information that can be extracted from the variability of a population. This type of information is offered by statistical shape models
(SSM). These models use a previously trained, constrained model-based algorithm that can account for the deformation of the shape of a structure. Among the SSM, the active shape model (ASM) proposed by Cootes et al (15) is one of the most successful. It has been applied to numerous medical imaging applications (16), mainly to construct automatic segmentation frameworks by using both intensity and shape variation information (17-19). Here, Rüegsegger et al (10) proposed a semiautomated method, requiring minimal user interaction to segment the sclera, the cornea, and the lens on CT images of adult patients (10).

With the aim of providing an accurate method for eye segmentations in MR images, we present an eye model that can capture both the shape variations and the intensity information from a set of the gadolinium-enhanced T1-weighted gradient echo (GE) volumetric interpolated brain examination (VIBE) MR sequences used for retinoblastoma imaging. The proposed 3D MRI ASM is, to the best of our knowledge, the first statistical model of the eye based on MRI data. Importantly, it also involves a fully automatic segmentation of the sclera, the cornea, the lens, and the VH. We evaluated our model using a sample of 24 images of healthy children's eyes and validated it quantitatively by using a leave-one-out cross-validation test. Our experiments show an average Dice similarity coefficient (DSC) of $91.6 \pm 2.20 \%$ for the regions of interest (ROIs). In addition, we applied our method to the pathology in 2 patient eyes with retinoblastoma and quantitatively highlighted the benefits of our approach with an average DSC of $93.45 \pm 0.93 \%$.

## Methods and Materials

Our segmentation procedure can be summarized as follows. We started by constructing an atlas of the eye regions (20).

We then extracted an eye point-based shape variation model (PBSVM) and coupled it with the intensity information to build an ASM. Then, to segment a new subject, we followed a 2 -step process. First, we automatically found a number of landmarks within the eye to initialize the alignment of the model, and second, we fitted the ASM to the volume. A visual depiction of our framework can be seen in Figure 1.

## Training data set and manual segmentation

The dataset used to develop our statistical model is composed of 24 healthy eyes gathered from children $3.29 \pm 2.15$ years of age (Fig. 2, from 4 months to 8 years, 8 months). All patient information in our study was anonymized and de-identified by physicians prior to our analysis, and the corresponding institution approved the study. MR imaging was performed using a 3-T Verio model (Siemens, Erlangen, Germany) with a 32-channel surface head coil attached. The images were gadolinium-enhanced, T1-weighted VIBE (repetition time/echo time, $20 / 3.91 \mathrm{~ms}$; flip angle, $12^{\circ}$ ) (21), and were acquired with 2 different spatial resolutions: $0.416 \times 0.416 \times 0.399 \mathrm{~mm}$ and $0.480 \times 0.480 \times 0.499 \mathrm{~mm}$. Images included the patient's head, both eyes, and the optic nerves. Images were resampled to a common voxel spacing of $0.416 \times 0.416 \times 0.399 \mathrm{~mm}$. During imaging, the patients were under general anesthesia (3).

In order to validate our method, an expert radiologist manually segmented all volumes by labeling the sclera, cornea, lens, VH, and optic disc. As described below, an atlas was then created based on the segmented volumes of every patient. Furthermore, axial length, lens size, and width statistics were extracted and compared with the ages of the patients. We observed a strong correlation


Fig. 1. Diagram represents the fully automatic segmentation framework. We created a model with $\mathrm{N}-1$ patients and tested the performance in the remaining subjects. DSC $=$ Dice similarity coefficient; FRST $=$ fast radial symmetry; $\mathrm{MRI}=$ magnetic resonance imaging; PBSVM $=$ point-based shape variation model.


Fig. 2. Patient dataset information. (A) Dataset information distribution. (B) Age versus axial length. (C) Age versus lens size. (D) Age versus lens width. Highlighted values in red are subjects 3, 7, 14, and 15 (Sub03, Sub07, Sub14, and Sub15, respectively). A color version of this figure is available at www.redjournal.org.
between age and axial length (Fig. 2b), as described by Fledelius and Christensen (22), but weak correlations between age and lens size and between age and width (Fig. 2c and d).

For initialization and detection of the eyes, we applied the method proposed by De Zanet et al (23), based on the fast radial symmetry (FRST) algorithm. We automatically detected the center of both eyes in all patients (Fig. 3a), even in the case of enucleation or pathology. Using Digital Imaging and Communications in Medicine (DICOM) format file orientation information, we defined whether it was the left or right eye. This information enabled us to flip the volume over the transversal plane and mirror it for both eyes when required. We then cropped the MRI head volume into 2 smaller volumes of interest (VOIs) of $40 \times 40 \times 40 \mathrm{~mm}$ for both eyes. Next, we retrieved the location of the center of the lens, the optic disc, and the VH (Fig. 3b) (23). These 3 points provided the initial alignment for building the atlas and for fitting a new patient.

## Atlas construction

We applied a rigid (ie translation and rotation) preregistration step to the whole patient dataset. Both the center of the VH and the lens were used for translation, and the optic disc position was used for rotation. We then computed the
distance map of the manually segmented regions, fused them, and created a baseline atlas. Afterward, we obtained, for each patient, the deformation field (nonrigid free diffeomorphic demons) relative to the baseline atlas (24). Finally, we applied the mean deformation field to the baseline atlas to obtain the atlas in a natural coordinate system (20).

## Point-based shape variation model

We represent the surface of the atlas in a natural coordinate system as a point cloud by using a mesh extraction algorithm (25). This was followed by a Gaussian smoothing and a decimation to the regions of the sclera, the cornea, and the VH by $85 \%$ and by $10 \%$ for the lens. The information loss during the decimation step never induced an error over 0.01 mm on average for all ROIs.

Once the surface was extracted, we warped the atlas back to the patient by using nonrigid diffeomorphic registration (24). The new atlas landmark positions for each subject were then transformed to a tangent space (Eq. 1) to preserve the linearity of the PBSVM, as expressed by Cootes et al (15) in

$$
\begin{equation*}
x_{t}=\frac{|\bar{x}|^{2}}{x * \bar{x}} \cdot x \tag{1}
\end{equation*}
$$

where $x$ is the original surface points vector, $\bar{x}$ is the mean overall surface shape, and $x_{t}$ is the new projection of the


Fig. 3. (a) Magnetic resonance imaging (MRI) volume, highlighting the automatic cropping region and landmark initialization. (b) Preprocessed MRI region of the eye including landmarks (red dots). (c) Segmentation results for the lens and the vitreous humor. A color version of this figure is available at www.redjournal.org.
surface points in the tangent space. The principal component analysis (PCA) (26) of the projection is done to extract the principal components of the point cloud distribution in space. The combined information is known as the shape variation model and is stored in the form of

$$
\begin{equation*}
x \approx \bar{x}+\Phi b \tag{2}
\end{equation*}
$$

where $\bar{x}$ is the mean shape, represented as a vector of t points, $\Phi=\left(\varphi_{1}\left|\varphi_{2}\right| \ldots \mid \varphi_{t}\right)$ is a matrix which contains the eigenvectors corresponding to the variation of the model at each point, and $b$ is a t -dimensional vector representing the modes of variation. By modifying the $b_{i}$ value under the constraints $\pm 3 \sqrt{\lambda_{i}}, i=1 . . t$, we constrained the model to be within the range of shapes similar to those of the training set. For every position in $b, \lambda$ is the eigenvalue corresponding to the $\Phi$ matrix. We assumed the shape to be represented as a normal distribution of points along shapes $\pm 3 \sigma i(10,15,20)$.

## Active shape model

We connected the PBSVM described in the previous section with the MRI intensity information and created an ASM. In contrast to CT, MRI does not provide fixed intensity values across patients. Therefore, we used the standardization equalization algorithm proposed by Nyul and Udupa (27) to standardize the dataset.

Once the dataset was equalized, we preprocessed the MRI volumes with an anisotropic diffusion gradient filter and windowed the image intensity to highlight the region of the eyeball and lens. We fixed arbitrary common upper and lower thresholds for the windowing and extracted the intensity information at each landmark position. Then, we computed the gradient and Sobel operators along the intensity profiles normal to the surface. Subsequently, we computed the gradient for the sclera/VH and the Sobel for the lens.

We then selected an even distribution of points (28) over the surface of the different regions from the landmark point cloud list ( 350 points from the sclera-cornea and VH and 300 points for the lens). We extracted the normal surface at these given points and computed the mean gradient intensities or the mean Sobel profiles, as well as the covariance matrices. The length of the extracted profiles depended on the region. We extracted a normalized profile gradient along 11 pixels for the sclera, the cornea, and the VH and 9-pixels-length Sobel profile for the lens.

## Automated segmentation

Segmentation of a new patient was carried out as follows. First, the VOI was preprocessed in the same way as the images were processed during the ASM construction; the VOI is not resampled and maintains its original image resolution. We then scanned the profiles normal to the surface of the model. These profiles were compared to the intensity profiles provided by the ASM, and a new matched point is set for each profile along the sampled voxels. The fitting was then reduced to an optimization problem where the Mahalanobis distance to the model shape was minimized (15) by reducing the overall distance between the current shape point and the matched point while constraining the model to be within the deformation range of the PBSVM. In contrast to other work (10), the segmentation scheme that we applied here is 2 -fold: first, we fitted the sclera and VH , and then, once the optimum was found, we fit the lens independently (Fig. 3c).

## Results

We assessed our segmentation method using a leave-oneout cross-validation test of the ASM. That is, we iterated over each patient, excluding it from the ASM construction


Fig. 4. Leave-one-out cross validation. (A) Mean $\pm$ standard deviation Dice similarity coefficient for independent and combined shapes. (B) Mean distance error for every eye region and combined mean error.
and automatically fit the generated model to the excluded patient. The quality of the segmentations were evaluated by computing the DSC, where we considered the manual segmentation as the ground truth

$$
\begin{equation*}
D S C=2 \cdot \frac{|A \cap B|}{|A|+|B|} \tag{3}
\end{equation*}
$$

Furthermore, for each patient and eye region, we computed the mean distance error between the patient ground truth surface and the automatic segmentation result (Fig. 4b). We report the distribution of mean distance error per point across all patients and regions in Figure 5.

The average DSC over all subjects was $94.90 \pm 2.12 \%$ for the sclera and the cornea, $94.72 \pm 1.89 \%$ for the VH , and $85.16 \pm 4.91 \%$ for the lens. Figure 4 a summarizes the mean DSC. The mean distance errors were $0.33 \pm 0.17 \mathrm{~mm}$ for the sclera and cornea, $0.30 \pm 0.15 \mathrm{~mm}$ for the VH , and $0.17 \pm 0.07 \mathrm{~mm}$ for the lens (Fig. 4b), with a mean global distribution error of $0.27 \pm 0.09 \mathrm{~mm}$ per patient. The entire segmentation process took 14 seconds per eye, on average, using Pentium i7 3.4-GHz QuadCore (Intel, Santa Clara, CA ) with $8-\mathrm{GB}$ random access memory.

Finally, we applied our segmentation to 2 patients with retinoblastoma. In these cases, the model was robust in detecting the presence of tumors, even when these tumors were large (Fig. 6). We obtained a DSC overlap of $94 \%$, $93.98 \%$, and $92.37 \%$ on average for sclera plus cornea, VH , and lens, respectively.

## Discussion

The present work describes a method for automatic segmentation of MRI of the eyes based on 3D ASM. Our
approach is, to the best of our knowledge, the first framework for automatic extraction of the eye shape with dedicated regions of the sclera, the cornea, the VH , and the lens in the MRI.

We have demonstrated that our model enables accurate segmentation of the eye, with an average error for all ROIs always under the minimum resolution threshold $(0.399 \mathrm{~mm})$ and never reaching more than 1.2 mm (Table E1; available online at www.redjournal.org). The results highlight an accurate fit for the posterior part of the VH, where the macula and optic disc are located (Fig. 5a). Furthermore, we noticed a bias toward oversegmentation errors in the frontal part of the eye (Fig. 5b and c). This situation caused the lens to yield a lower average DSC ( $85.16 \%$ ) than other regions. The results can be explained due to the small size of the lens in contrast to that of the sclera and VH. This limitation of the DSC index for small regions was already reported by several authors in the field (29, 30).

Within the dataset, we identified an outlier (Table E1; available online at www.redjournal.org, subject 7 [Sub07]) that presented the lowest accuracy during segmentation across all ROIs. This was due to the small size of the eye (the youngest patient, 4 months of age), which made him not well represented by our model. In the future, a larger dataset with greater number of younger patients ( $<6$ months) would address this issue. Furthermore, we also observed that Sub03, Sub14, and Sub15 performed below average during the lens fitting. Nevertheless, there was a general trend toward robust segmentation of the sclera, cornea, and VH, even in cases with a strong variation in eye axial lengths. The final outcome was that lenses in eyes whose size are closer to the mean shape size are


Fig. 5. Mean distance error distribution with respect to the manual segmentation. (A) Unsigned and (B and C) signed distance error to display bias toward over- or undersegmentation.


Fig. 6. Patients with retinoblastoma (a and e). Automatic eye segmentation of a small tumor present in the retina (b, c, and d). Robust fit of the vitreous humor and lens for a large tumor (f, g, and h).
better segmented than extreme-sized eyes (Table E2; available online at www.redjournal.org).

Our work demonstrates a novel application of statistical modeling techniques to treatment planning and diagnosis confirmation of intraocular tumors, such as retinoblastoma. The speed, robustness, and reliability of the present method are evidence that it can accommodate the variability existing in the size of eyes (22), as well as solving minor eye orientation issues during the fitting process. Similar to the presented children's eye model and pathological eyes, our framework can be directly applied to create a model for adults, for instance, for delineation of uveal melanoma prior to therapy planning. Uveal melanoma presents an MR Imaging condition very similar to that of retinoblastoma; therefore, leveraging the current framework to adult eye pathology could be the next step.

## Conclusions

Although previous works have attempted to delineate or characterize MRI of eyes using a manual qualitative evaluation (14), we are the first to report quantitative results of the segmentation accuracy of MRI. The procedures that we used can provide the basis for objective assessment of the quality of the model fitting in the eye MRI, as it did in other image modalities such as CT (10). Furthermore, the robustness of the model during the segmentation of pathological MRI volumes indicates an important and promising step toward facilitated treatment planning and tumor extent follow-up. A higher MRI diagnostic accuracy for retinoblastoma, particularly for detection of prelaminar
optic nerve and choroidal invasion, is crucial for designing effective treatment strategies. Thus our future work will focus on quantitative evaluation in larger datasets.

To our knowledge, this framework is the most accurate and robust tool yet to fully and automatically segment the lens, sclera, cornea, and VH regions in MRI. The approach provides a solution for reducing the time spent in delineating the eye shape and is likely to advance current ocular tumor treatment planning and diagnosis techniques.
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