# Landmark Detection for Fusion of Fundus and MRI Toward a Patient-Specific Multimodal Eye Model 

Sandro I. De Zanet*, Carlos Ciller, Tobias Rudolph, Philippe Maeder, Francis Munier, Aubin Balmer, Meritxell Bach Cuadra, and Jens H. Kowal


#### Abstract

Ophthalmologists typically acquire different image modalities to diagnose eye pathologies. They comprise, e.g., Fundus photography, optical coherence tomography, computed tomography, and magnetic resonance imaging (MRI). Yet, these images are often complementary and do express the same pathologies in a different way. Some pathologies are only visible in a particular modality. Thus, it is beneficial for the ophthalmologist to have these modalities fused into a single patient-specific model. The goal of this paper is a fusion of Fundus photography with segmented MRI volumes. This adds information to MRI that was not visible before like vessels and the macula. This paper contributions include automatic detection of the optic disc, the fovea, the optic axis, and an automatic segmentation of the vitreous humor of the eye.
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## I. Introduction

RETINOBLASTOMA is the most frequent eye cancer, which occurs on the retina and affects almost exclusively children. Ninety five percent of these children are under the age of 5 years [24], [22]. In Britain, one in 20000 children is affected and 40 cases are diagnosed each year [24]. The malignant tumor grows from the retina into the vitreous humor and if left

[^0]untreated, it gradually fills the bulbus. In the worst case, it can grow along the optic nerve toward the brain. It is hereditary in $40 \%$ of the cases and accounts for $5 \%$ of childhood blindness [13].

Routinely, ophthalmologists inspect the retina using Fundus photography. This enables straightforward detection of the main vessel branches, the optic disc, and the macula as well as the relative position of the tumor to the critical parts of the eye. Tumors can be delineated with a high resolution but the measurement is restricted to 2-D. Additionally, magnetic resonance images (MRI) are acquired to identify the tumor in the context of the retina, the sclera, the optic nerve, and the lens [16], where the tumor can be delineated in 3-D, but at a lower resolution.

While enucleation is necessary in an advanced tumor, a local treatment is preferred to preserve the remaining vision. External beam radiation therapy is performed as a local treatment method. Prior to the treatment, the procedure has to be thoroughly planned to prevent damaging as much healthy tissue as possible. Since Fundus and MRI are registered manually, large safety margins are added and more healthy tissue is damaged than necessary. Radiation can inflict new tumors in genetically predisposed subjects. As the affected subjects are mostly children, chemotherapy is preferred. Other tissue can be spared by injecting the drug directly into the ophthalmic nerve. In both treatments, it is important to monitor the progression of the tumor over time to assess its effectiveness.

Proper treatment planning is time consuming and error prone due to the high work load for the radiotherapist. The analysis of the MRI is a tedious task in a 3-D volume. By only examining one slice at a time, the global context of the tumor is not addressed properly and small tumors can be missed. Smaller structures like vessels or the macula and especially small tumors cannot be seen in the MRI, which further complicates the task. Additionally, monitoring disease progression becomes difficult with different modalities. Hence, an automatic segmentation of the retinal surface could greatly improve the physician's diagnosis. By projecting the Fundus photography in the correct location on the segmented retina more critical structures can be avoided for radiation treatment. Furthermore, tumors that are only visible in the Fundus can be localized in the MRI.

This paper is situated in the greater scope of the generation of a multimodal, patient-specific eye model for tumor treatment. Existing solutions that are clinically used for tumor treatment planning commonly use spherical or elliptical models for sclera and lens (EYEPLAN [25], OCTOPUS [12]). Based on EYEPLAN, Daftari et al. project a Fundus photography to the model [8]. More sophisticated and patient-specific methods are
available, however. Eye segmentation has been performed in computed tomography (CT) images by Rüegsegger et al. based on a statistical shape model and subsequent fitting with an active shape model [29]. The sclera and the lens were automatically segmented. Cuadra et al. segmented CT images by using an active contour framework based on a parametrical model [7]. Additionally, an ultrasound image was fused into the gained model. Similarly, Bondiau et al. [2] detect the eye and lens based on a spherical Hough transform, and the optic nerve using a cylindrical parameterization. Fundus photography was, then, orthographically projected onto the hemisphere representing the retina without considering the geometrical distortion. For brain tumor treatment with radiotherapy structures at risk were automatically segmented using an atlas-based approach on CT images by D'Haese et al. [10]. Their approach is able to approximately segment the eye and the optic nerve.

In contrast, this study presents a fully automatic segmentation and fusion of two commonly used diagnostic image modalities in Retinoblastoma: Fundus photography and MRI volumes [26]. In the eye, landmarks such as the optic disc, the optic axis, and the macula in both the MRI volume and the Fundus photography are extracted automatically. These landmarks are used to fuse the two modalities into a single comprehensive model. Instead of using an orthographic projection, the surface of the retina is taken into consideration, especially in case of a tumor. For external beam radiation therapy, a smaller safety margin can be envisioned using the mapped fundus to spare more healthy tissue.

This paper consists of several detection steps for landmark registration which comprise eye detection, bulbus segmentation, optic disc and optic axis detection, and fovea position estimation.

## II. Methods

The two modalities, Fundus photography and MRI, have few common landmarks. On the one hand, it is possible to discern the optic disc, the retina surface, the sclera, the lens, and the cornea in the MRI. On the other hand, the vessels, the optic disc, and the macula/fovea are clearly visible in Fundus photography. Hence, one obvious landmark is the optic disc. The optic disc is the circular, approximately 2 mm in diameter, entrance point of the optic nerve into the retina. It can be seen as a bright disc in the Fundus and deduced from the MRI data by intersecting the nerve with the retinal surface. A second landmark is needed for the scaling and rotation of the 2-D registration. Bondiau et al. [2] assume the fovea to be on the incidence of optical axis of the lens and the retina. However, it is known from the literature that the axis from the lens to the fovea (the visual axis) and the optical axis show a deviation of $4^{\circ}$ [30]. In this paper, to get a better estimation of the position of the fovea, a statistical approximation based on the distance from the optic disc and the mentioned axial angle difference is used.

Finally, eye detection, surface extraction, and landmark detection are performed automatically. The individual steps are explained in more detail in the next sections and an overview is illustrated in Fig. 1.


Fig. 1. Overview of all the steps for the automatic registration of Fundus photography (orange) and MRI (green). Step 1: The region of the eye is cropped around the automatically detected center. Step 2: The retinal surface is segmented. Step 3: The optical axis is automatically detected. Step 4: The optic disc position is automatically detected. Step 5: The Fovea position is estimated. Step 6 and 7: The optic disc and the fovea are automatically detected in the Fundus. Step 8: A virtual Fundus image is generated from the MRI. Step 9: Virtual and Fundus image are registered. Step 10: Fusion of the two modalities is achieved by back projecting the registered image to the retinal surface.

## A. Data Acquisition

MRI volumes have been acquired from infants with unilateral and bilateral tumors by trained radiologists. The full dataset comprises 13 patients. The infants are aged $3.2 \pm 1.7$ years and had eyes in various developmental stages, mostly differing in size. All the patient data were acquired using a gadolinium enhanced T1-weighted GE VIBE (TR/TE, 20/3.91 ms ) sequence [32] according to de Graaf et al. [16]. The patients were anesthetized beforehand, reducing motion artifacts. Acquisitions of low quality or motion artifacts were rejected and then repeated by the radiologists, as the physicians need a clear understanding of the tumor size and position. This study is based on the images the physicians commonly use. The used MRI volumes have been recorded at slightly differing resolutions with nonisotropic spacing $(0.416 \times 0.416 \times 0.390 \mathrm{~mm}$ and $0.480 \times 0.480 \times 0.499 \mathrm{~mm})$. Fundus photographs have been acquired using a RetCam, a camera with interchangeable frontal lens that is applied directly on the cornea of the anesthetized patients. All images were anonymized prior to its analysis. This study was approved by the Cantonal Research Ethics Committee (Vaud).

## B. Detection of Eye Region of Interest in the MRI Volume

Typically, the acquired MRI volumes encompass the whole head and are only cropped below the nose and above the forehead. An example can be seen in Fig. 2(a). Therefore, to reduce computational cost and increase robustness, both eye centers have to be detected automatically and the MRI data cropped accordingly. The most prominent feature of eyes compared to other anatomical structures is their sphericity with a diameter of 25 mm in adults, and smaller for children [17].
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Fig. 2. In (a), a slice of the original can be seen. The same slice transformed with FRST3D is shown in (b). The two eyes generate a distinct response seen as two high intensity points. Their positions can be extracted directly by finding local maxima. (a) Full volume. (b) FRST3D.

Fast radial symmetry transform (FRST) by Loy and Zelinski [23] is an algorithm which is used in computer vision to detect radial symmetry. Its main advantages over other methods like the Hough transform [19] is its low computational cost and ease of implementation [23]. Additionally, it does not rely on an edge detector as it is only dependent on the local gradients in the original image.

To compute the transform, the local image gradient is used to vote for the symmetry of a pixel in a predefined range of radii $r$. For each pixel $p$, the pixel at the position

$$
\begin{equation*}
p_{ \pm v e}(p)=p \pm \operatorname{round}\left(\frac{g(p)}{\|g(p)\|} r\right) \tag{1}
\end{equation*}
$$

is accumulated by the gradient value in the so-called orientation projection image $O$ and $\pm 1$ in the so-called magnitude projection image $M$ [see (2)]. An example of the two vectors $p_{ \pm v e}$ is shown in Fig. 3(d)

$$
\begin{equation*}
\Delta O\left(p_{ \pm v e}\right)= \pm 1, \quad \Delta M\left(p_{ \pm v e}\right)= \pm\|g(p)\| \tag{2}
\end{equation*}
$$

The position in the direction of the gradient is accumulated with a positive sign, while in the opposite direction it is accumulated with a negative sign. The final transformation is $S=F * A$, where

$$
\begin{equation*}
F(p)=\left\|O^{\prime}(p)\right\|^{\alpha} \cdot M^{\prime}(p) \tag{3}
\end{equation*}
$$

( $O^{\prime}, M^{\prime}$ being the normalized $O, M$ ) and $A$ a 2-D Gaussian $\operatorname{kernel}\left(A(x, y, \sigma)=\frac{1}{2 \pi \sigma^{2}} e^{-\frac{x^{2}+y^{2}}{2 \sigma^{2}}}\right)$ with a standard deviation $\sigma$ linearly dependent on the radius. $\alpha$ determines the radial strictness to enforce or relax the circularity (sphericity) of structures. If a structure is radially symmetrical, the center of the symmetry will accumulate the most votes in $S$; hence, a local maximum search will yield centers of symmetry. The original algorithm was conceived for the 2-D space. For our purposes, we adapted it to the 3-D space which is a straightforward process. Once the volume is transformed, the values with the highest intensity correspond to the points with highest symmetry and, hence, the centers of the eye. An example of the transformation can be seen in Fig. 2.


Fig. 3. Resulting regions of interest after detection are robustly found in healthy and pathological cases. The slices are centered on the detected eye center. The gradient at the point $p$ points to the outside at the fixed radius $r$. Only the vector $p_{-v e}$ was used for eye center detection. (a) Healthy eye. (b) Eye with Retinoblastoma. (c) Eye with Retinoblastoma filling the whole bulbus. (d) Schematic of FRST3D computation. The gradient at the point $p$ points to the outside at the fixed radius $r$. Only the vector $p_{-v e}$ was used for eye center detection.

As can be seen in Fig. 3(d), the gradients point out of the eye at the border retina/vitreous humor. Therefore, for a robust detection, only the vectors pointing in the opposite direction of the gradient $\left(p_{-v e}\right)$ were used. This corresponds to the so-called dark portion of the FRST algorithm [23]. With this method, the two eyes are detected by finding the two local maxima in the filtered image $\arg \operatorname{maxFRST}(V)$. Finally, the volume is cropped around the eye center at a predefined width for further processing. The cropping width is set to 40 mm (an average adult eye size has a length of 24 mm ) to include eye details and a part of the optic nerve. No preliminary filtering is needed to find the eyes robustly.

## C. Segmentation of Retinal Surface

Once the eye centers are detected and the MRI data is cropped, the retinal surface has to be segmented to provide a surface for Fundus projection. Manual segmentation, especially in a volumetric setting, is time consuming and error prone. Hence, a fully automatic segmentation approach is chosen.

As a preprocessing step, anisotropic filtering is applied to the image to remove noise. Since the volume is cropped to the region of the eye, the computation is not excessively high. The image is, thus, greatly improved as shown in Fig. 5(a). The noise
in the vitreous humor is completely removed, while preserving the edge between the retinal surface and the vitreous humor.

The first segmentation step consists of finding a set of points that lie on the retinal surface. The previously computed eye detection step finds the (symmetry) center of the eye. By casting rays from this center in all directions, radial profiles are generated. The first high gradient in the profile is most likely a point on the vitreous humor border. These points are collected into a cloud of points. To ensure an even distribution of the points across the sphere, the method of Vogel is used [31]. This algorithm generates an approximate uniform distribution of points on a sphere using spirals.

A number of outliers remain in the point cloud, mostly occurring around the zonules and the ciliary body, situated at the edges of the lens. These outliers do not lie in the vicinity of inliers and are sparsely distributed. DBSCAN [14] clusters point clouds based on their vicinity. Thus, by selecting the largest cluster the outliers can be removed, given the fact that most points are inliers. The outlier removal, however, leads to holes in the surface. If a mesh were to be generated from these points, the holes and unfiltered outliers lead to an erroneous mesh.
To address this problem, an approach is used that ensures a global solution with a smoothness constraint. The final mesh is generated by using a graph cut classification, more specifically quadratic pseudo-Boolean optimization [3], [27]. The input is a six-connected volume graph with every voxel as a graph node. The graph cut algorithm then finds the optimal cut through the volume based on costs on the edges. In this case, the computed point cloud is transformed to a distance map, with each voxel indicating the distance to the nearest point. The distance map can be directly used as a cost for the graph. Additionally, it is important to constrain the labels for outside (labeled as 0 ) and inside (labeled as 1 ).

The energy function is defined as

$$
\begin{equation*}
E(x)=\theta_{\text {const }}+\sum_{p \in \mathcal{V}} \theta_{p}\left(x_{p}\right)+\sum_{(p, q) \in \mathcal{E}} \theta_{p q}\left(x_{p}, x_{q}\right) \tag{4}
\end{equation*}
$$

where the costs are

$$
\begin{align*}
& \theta_{\text {const }}=0  \tag{5}\\
& \theta_{p}(0)=M-\|c-p\|, \quad \theta_{p}(1)=\|c-p\|  \tag{6}\\
& \theta_{p q}(0,0)=\theta_{p q}(1,1)=0  \tag{7}\\
& \theta_{p q}(0,1)=d(p), \quad \theta_{p q}(1,0)=d(q) . \tag{8}
\end{align*}
$$

The definition takes the form of $\theta_{p}$ (label for $p$ ) for vertices and $\theta_{p q}($ label for $p$, label for $q$ ) for edges. The first equation in 6 makes sure that labels far from the center $c$ are more likely to be labeled outside. Conversely, the second equation labels points close to the center as inside. To ensure a connected shape, the cost for same-label edges are kept to zero (7). Finally, the most important constraint is given by (8). The cost for a label transition from outside to inside is lowest where the value in distance map $d$ is lowest. By minimizing the energy function in (4), each voxel is labeled as either outside or inside. In Fig. 4(a), an example of this labeling is shown in a volume slice. The red region depicts the inside labeled voxels.


Fig. 4. (a) MRI slice with the segmentation labels superimposed. The red pixels designate the inside label. (b) Transition between inside and outside labels is used to define the surface of the vitreous humor (green). Two corresponding MRI slices are intersected with the surface. (a) Graph cut segmentation. (b) Segmentation.

Finally, the desired surface is located on the edge between the inside and outside label. Using this information, the mesh surface is extracted as seen in Fig. 4(b). We perform a general smoothing of the surface to reduce staircase artifacts.

## D. Detection of Optical Axis

The optical axis is defined as the axis going through the lens center and the cornea curvature center. A first point on the axis is detected in the lens. The lens is an ellipsoidal, biconvex shape and, thus, radially symmetric to some extent. By providing the FRST3D algorithm with a set of radii from 2 (half axial length) to 5 mm (half diameter), the symmetry point of the lens is highlighted. The cornea contributes to this result by being circular itself and of the same size, so the maximum will not be exactly in the lens center. However, it is sufficient, since the detected center still lies on the optical axis.

The optical axis is initialized by connecting the lens center and the eye center. This axis is a good estimation but can be inaccurate in case of a slight error in the eye center detection. The optical axis has to be the symmetry axis for the lens. Thus, the initialized optic axis is optimized to yield a maximal symmetry in the vicinity of the lens. The energy function to be minimized is

$$
\begin{equation*}
E(n)=\sum_{\alpha, \lambda_{1}, \lambda_{2}} V\left[p+\lambda_{1} n+\lambda_{2} m_{\alpha}\right]-V\left[p+\lambda_{1} n-\lambda_{2} m_{\alpha}\right] \tag{9}
\end{equation*}
$$

where $n$ and $p$ denote the normalized axis direction and the lens position, respectively. $m$ is a vector perpendicular to $n$ at an angle $\alpha$. $V$ denotes the MRI volume. The energy is optimized over $n$ to yield the direction with the highest symmetry. This direction is the most refined orientation for the optic axis. In Fig. 5(b), an unoptimized (red) and optimized (green) axis can be seen with sampling points in one slice.

## E. Detection of the Optic Nerve Head

The optic nerve head in the MRI is found at the entrance of the optic nerve into the retina. A small indentation of 100 $300 \mu \mathrm{~m}$ exists where the vessels enter the bulbus through the

(a)

(b)

Fig. 5. Example of anisotropic filtering in (a) removes the prevalent noise and facilitates further segmentation by enhancing the gradients. Optimization of the optical axis in (b). (a) Anisotropic filtering. (b) Example of an optimized axis (green) with green sample points and its initialization in red.


Fig. 6. Original and Frangi-filtered image. In the filtered image (b), the optic nerve is visible but also the muscles are highlighted. In red the rays cast out from center are depicted. They visualize the difference in accumulation between optic nerve and muscle. (a) Original. (b) Filtered image.
optic nerve. However, for the available resolution of around $400 \mu \mathrm{~m}$, this indentation cannot be used as a landmark [see Fig. 6(a)]. The optic disc constitutes the intersection between the optic nerve and choroid/retina. This landmark is more easily discernible because the optic nerve is identifiable in the MRI volume as a bright tubular structure. Therefore, in this paper, a vesselness filter [15] is used, parameterized to the diameter of the optic nerve. It is based on the eigenvalues of the hessian, which represent the curvatures along the axes. If one of the three curvatures is near zero and two others are nonzero, then the point lies on a tubular structure.

By applying the filter, all tubular structures are highlighted. An example can be seen in Fig. 6(b). Not only the optic nerve is visible but also the rectus muscles and to some extent the eye lid. However, the muscles run along the surface of the sclera, in contrast to the optic nerve which enters it radially at an approximately right angle. This characteristic is used to discern the optic nerve from the muscles. Rays are cast from the already known eye center outwards [31]. For each point on the ray, the value of the filtered image is accumulated. The highest probability for the direction of the optic nerve is, therefore, the one with the highest accumulated value. Muscles only contribute on
their diameter, while the optic nerve contributes all along the axis.

## F. Estimation of the Fovea Position

The macula position in the MRI can be estimated by using previously detected landmarks. The visual axis, the axis through the lens and the fovea, deviates from the optical axis by angle $\kappa$ of about $3.93 \pm 2.68^{\circ}$ in the left eye and $3.91 \pm 2.73^{\circ}$ in the right eye [30]. This constrains the position of the fovea to the cone of angle $\kappa$ from the lens intersected with the retina. A second constraint is the distance from the optic disc. Previous studies [9] have shown that the distance between fovea and optic disc is $4.4 \pm 0.4 \mathrm{~mm}$ in infant eyes. The two constraints define a joint probability

$$
\begin{equation*}
P(x)=f_{\mathrm{OD}}\left(\left\|x-x_{\mathrm{OD}}\right\|\right) \cdot f_{\kappa}\left(\phi\left(n_{o}, c_{\mathrm{eye}}-c_{\text {lens }}\right)\right) \tag{10}
\end{equation*}
$$

where $f_{\mathrm{OD}} \sim N\left(\mu_{\mathrm{OD}}, \sigma_{\mathrm{OD}}\right), f_{\kappa} \sim N\left(\mu_{\kappa}, \sigma_{\kappa}\right)$, and $\phi\left(x_{1}, x_{2}\right)$ the angle between the two vectors $x_{1}$ and $x_{2} . c_{\text {eye }}$ and $c_{\text {lens }}$ denote the centers of the eye and the lens, respectively. As they roughly delineate two intersecting circles, two possible fovea positions are probable. The position closer to the optic axis incidence with the retina (the principal point) is chosen to be the fovea.

## G. Detection of Optic Disc and Macula in the Fundus

In the previous sections, the automatic landmark detection for the MRI was described. The same two landmarks, the optic disc and the fovea, must be found in the Fundus photography in order to fuse the two modalities. A wide range of methods have been used to detect and segment the optic disc in Fundus photography such as template matching, active contours, level sets or intensity thresholding [1], [20], [33] or methods based on vessel density/direction [18], [34]. Our detection is based on the work of Budai et al. [5], [6]. They capitalize on the radial symmetry of the optic disc, using the FRST in its 2-D variant [23]. As the gradients at the rim of the optic disc point to the center, the positive portion $p_{+v e}$ is used (bright). By selecting the maximum in the filtered image, the optic disc is found. However, the strong border gradients of the image causes false positives; therefore, the border is masked out. The mask is generated by a threshold on the intensity.

A similar approach is used (based on Budai [5]) to find the macula. The macula is a dark spot at approximately one optic disc diameter away from the optic disc in a temporal direction. In contrast to the optic disc, it follows a slow negative gradient. Hence, the negative portion $p_{-v e}$ is used at a continuous range of radii (dark). The filter performs better with the same mask used in the optic nerve case. Additionally, the vessels are masked out [4], as their stronger gradients add noise and cause false positives to the filtered image. By selection of the minimum, the macula is detected. To increase robustness, the search is confined to the approximate distance from the optic disc. Examples of the filtered images can be seen in Fig. 7.


Fig. 7. Landmark detection in Fundus photography. Optic disc and macula are both automatically detected using the FRST algorithm and removing vessels and border gradients. (a) Original Fundus photography. (b) Image filtered with bright FRST2D filter to detect the optic disc. (c) Image filtered with dark FRST2D filter to detect the macula.


Fig. 8. Schematic of the mapping of the fovea (a) and the optic disc (b) to a virtual image plane in front of the eye. The two points (a') and (b') are the images of the landmarks. Additional anatomical structures are indicated (c) sclera, (d) lens, (e) cornea, (f) optic nerve, and (g) retina.

## H. Registration and Mapping

In this final step, the found landmarks and the segmentation are used to fuse MRI and Fundus photography into one 3-D model. The fusion is performed in three steps. First, a virtual image from the landmarks in the MRI is generated. Subsequently, the landmarks in the Fundus are registered to the virtual image. In the last step, the Fundus photography is projected onto the previously segmented retinal surface.

To generate a virtual image, the fovea and optic disc are back-projected through the lens onto a plane in front of the eye (see Fig. 8). The plane is oriented in a way that the plane normally coincides with the optical axis. The virtual image is transformed to the same 2-D plane as the Fundus photography. The two images are then registered as these two landmarks are in both the virtual and the Fundus photography. A similarity transform is chosen for the registration.

Finally, the registered Fundus is projected back to the plane in the front of the eye and from there through the lens onto the segmented retinal surface. Unlike Bondiau et al. [2], which used an orthographic projection, this method takes into consideration the geometrical distortion induced by the nonplanar surface of the retina.

## III. ReSults

The different steps in the algorithm were evaluated separately, since there was no ground truth to confirm the correctness of

TABLE I
Results for Segmentation and Landmark Detection

|  | DICE | Jaccard | OD [mm] | EC-H [mm] | EC-T [mm] |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mean | 0.967 | 0.936 | 0.963 | 0.715 | 0.833 |
| StDev | 0.006 | 0.010 | 0.358 | 0.350 | 0.380 |

From left to right, the columns represent the DICE coefficient and the Jaccard index of the retinal surface, the optic disc detection error (OD), the eye center detection error in healthy eyes (EC-H), and pathological eyes (EC-T) for 13 patients.
the Fundus photography mapping onto the retinal surface. However, all the intermediate steps can be evaluated based on the comparison of the results with the manual segmentation. In the following sections, these steps are evaluated.

## A. Eye Detection in MRI

The automatic detection of the centers of the eyes in the MRI was evaluated on 13 eyes. Eye centers were segmented automatically and compared to a manually segmented ground truth. For each eye, the Euclidean distance was computed. To compare healthy and tumor-affected eyes, the two were evaluated separately. Three observers segmented the eye centers manually. In Table I, the error for each subject to the average observer can be seen for healthy (EC-H) and pathological (EC-T) eyes. The average error of $0.715 \pm 0.350 \mathrm{~mm}$ in healthy eyes is comparable to the average error in pathological eyes of $0.832 \pm 0.379 \mathrm{~mm}$. A two-sided student's unpaired test revealed no statistically significant difference between detection of healthy and pathological eyes (with a $p$-value of 0.21 ).

## B. Segmentation of Retinal Surface

For the evaluation of the automatic vitreous humor segmentation, 13 volumes were both manually and automatically segmented. To assess the accuracy, the commonly used DICE similarity coefficient [11] was measured between the manual and the automatic segmentation computed with the graph cut approach. Similarly, the Jaccard index [28] was computed. The


Fig. 9. Fusion of Fundus and retinal surface from MRI from different perspectives, without (a) and with (b) a tumor. (a) Exterior view with the optic nerve entering in the place of the optic disc of the Fundus. (b) Mapping with an incidence of a Retinoblastoma (yellow).

DICE coefficient and Jaccard index are defined, respectively as

$$
\begin{align*}
\text { DICE } & =\frac{2|A \cap B|}{|A|+|B|}  \tag{11}\\
\text { Jaccard } & =\frac{|A \cap B|}{|A \cup B|} . \tag{12}
\end{align*}
$$

Overall, the DICE coefficient resulted in $0.967 \pm 0.006$. Deviations from the manual segmentation were mostly found in the anterior part of the eye. The segmentation takes less than 20 s on an average laptop ${ }^{2}$.

## C. Detection of Optic Nerve Head in MRI

The optic nerve head was found in all healthy eyes. The automatically found position by the algorithm $A$ was compared to a manual segmentation of two clinically trained observers $O_{1}$ and $O_{2}$. The error between the algorithm and the observers was measured as the euclidean distance $d$ between the two points: $d\left(O_{1}, A\right)=0.977 \pm 0.318 \mathrm{~mm}, d\left(O_{2}, A\right)=$ $1.062 \pm 0.343 \mathrm{~mm}$. The interobserver error was $d\left(O_{1}, O_{2}\right)=$ $0.525 \pm 0.350 \mathrm{~mm}$. By averaging the coordinates from $O_{1}$ and $O_{2}$, the average error results in $d(O, A)=0.963 \pm 0.358 \mathrm{~mm}$.

## D. Detection of Optic Disc and Macula in the Fundus

A similar approach to Budai et al. [5] was used. In this paper, the same modality is used and the algorithms do not differ. Budai et al. report an optic disc diameter distance error of 0.2 optic disc diameters. This results into a typical distance of 0.4 mm which is accurate enough for the given MRI volume resolution of $0.4-0.5 \mathrm{~mm}$.

## E. Results of Mapping

In Fig. 9(a), an example of a Fundus photography mapped on the posterior part of the eye is shown. Vessels, which were not previously detectable, are now mapped on the surface and can be seen in the context of the full MRI. No ground truth is available for the verification of this fusion. However, visual inspection by clinicians showed a plausible result. The optic disc of the Fundus corresponds to the position where the optic nerve enters the eye. Vessels arch in the temporal direction, which is to be expected. The fovea lies next to the optical axis incidence with
the retina, which is another indication that the result is plausible. In Fig. 9(b), a Fundus is mapped that depicts a Retinoblastoma. The tumor in the Fundus and the MRI coincide even though only the fovea and optic disc were used as landmarks.

## IV. DISCUSSION

The evaluation of the various detection and segmentation steps add a valuable contribution to automatic landmark extraction from MRI images in human eyes. A segmentation with a DICE coefficient of $97 \%$ is comparable to segmentations of the sclera in CT images by Rüegsegger et al. [29] and Isambert et al. [21] of $95 \%$ and $93 \%$, respectively. In contrast to statistical shape models, it has the advantage that it is adaptable to pathological cases which do not follow the statistical model. The parallax distortion induced by the shape of the retina is compensated by the projection of the Fundus through the lens. Especially, in case of deformations from tumors, this reduces errors from mapping compared to an orthogonal projection.

The eye centers were detected with an error of less than 1 mm considering a resolution of 0.5 mm . All the steps for MRI landmark detection and segmentation rely on a good eye center estimation. However, the center does not have to be as exact as other landmarks. Cropping the MRI around the eyes only requires a rough estimation: large enough margins compensate for a slight error. As can be seen in the example images, the eye is not perfectly spherical. The contributions of each voxel gradient is spread with a convolution of a Gaussian. Thus, the contributions overlap in the center of the eye. To find the optic axis, the axis is initialized with a point in the lens and the center of the eye. Since the axis is optimized using local symmetry, a rough estimation is adequate. For these reasons, the achieved accuracy is sufficient for the proposed method.

Optic disc detection showed an accuracy of $0.963 \pm 0.358$ mm . For the available resolution of at least 0.5 mm , which corresponds to a distance of two voxels, the interobserver variability, however, is 0.5 mm smaller. The reasons for this discrepancy are mainly due to the fact that optic nerve does not enter the retina fully, radially in some cases. Therefore, the outward ray cast will not travel along the optic nerve's axis but rather diagonally through it. A method to increase accuracy might be to optimize the position locally using radial symmetry. Additionally, more
constraints could be applied for a faster computation. Based on the position of the lens, the search can be restricted to the posterior part of the eye.

The fusion of the two modalities offers a comprehensive view of small structures like vessels on the global eye context, which was the goal of this paper. Since there was no ground truth to compare the fusion with, the result relies on the accuracy of the previous steps. The next step toward a ground truth is using an eye with a mild pathology that does not affect the optic disc nor the fovea. The fusion accuracy can then be measured by comparing the tumor overlap in the virtual image. Furthermore, the same technique can be used to register pathological cases where landmarks are missing. Then the tumor outline in the Fundus and the projection of the tumor in the virtual image can be used for registration. It has to be taken into consideration that due to the limited number of only two landmarks, the accuracy far from the optic disc and fovea suffers. This is due, on the one hand, to the distortion introduced by the Fundus photography and, on the other hand, by the estimation of the fovea. However, geometrical distortions caused by the topology of the retina are minimized by using the proposed method.

## V. Conclusion

In this study, a fully automatic fusion of Fundus photography and MRI volumes in infant eyes was presented. In addition to a complete fusion, preliminary steps for landmark detection and extraction were shown. They comprise eye detection from a full-volume surface extraction of the retina and detection of the optic disc. These landmarks are suitable for a range of other applications like initialization of statistical shape models or active contours and registration of further modalities. The primary application is found for tumor treatment planning and monitoring.

The fusion of Fundus photography and MRI enables other modalities to be fused with MRIs. Angiograms can be registered to the Fundus using the vessels as landmarks. OCT is already registered to an en-face view of the retina by commercially available devices. This will add retinal layer information in the $\mu \mathrm{m}$ range to a high-resolution MRI in the mm range, paving the way for a multimodal multiscale eye model. Furthermore, some tumors can be detected in OCT earlier than in Fundus. By registering the OCT to the MRI, the early stages of tumors can be mapped to the 3-D position in the eye.
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